
              

 
Iranian Journal of Language Teaching Research 13(2), (July 2025) 1-24                         1    

 

* Corresponding author: Department of Romance and Germanic Philology, Institute of Philology and 
Intercultural Communication, Kazan Federal University, Kazan, Russia 
Email address: alb1980@yandex.ru 
© Urmia University Press  

     10.30466/ijltr.2025.55564.2821 
 

 

Urmia University 

This paper focuses on AI-powered image and audio generators as tools for developing language skills of 
4–6-year-old EFL learners. Drawing on the concept of digital screen mediation (Meskill, 2021, 2024) 
rooted in Vygotskian sociocultural paradigm, this mixed-method study explores young learners’ 
experiences interacting with AI technologies mediated by teachers in preschool settings.  Pre- and post-
tests, questionnaires, reflection journals, interviews, and video-recorded classes involving 40 children 
speak in favor of AI-powered technologies as instructional tools that engage learners in highly 
motivating co-production activities. The findings suggest that teachers retain their leading role as 
mediators of knowledge who orchestrate conversations with, through and around AI tools, capitalize 
on young learners’ feeling of pleasure when interacting with technologies, and counteract the 
unpredictability and instability that come with AI. The study shows real cases of successful AI-enhanced 
language classrooms, which might be of interest to early childhood educators and curriculum 
developers working in a bi- and multilingual contexts. 
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Introduction 

Recent breakthroughs in the development of generative artificial intelligence (GenAI) and the 
growing accessibility of educational intelligent systems have made smart technologies a hot topic 
for educators. Foreign language teachers were among the first to embrace the potential of AI 
technologies thanks to their affordances for generating oral and written texts in various languages. 
While there is a clear interest in studying potentials of AI tools for teaching and learning, the 
academic community still has only limited experience in integrating generative AI technologies into 
language education. This is primarily due to the novelty of the technologies themselves that became 
widespread only in mid-2023. Moreover, existing research publications, as a rule, address the issue 
of using AI in higher education, but less so in secondary education. Research that examines 
intelligent technologies with preschool children is “at an embryonic stage” (Kewalramani et al., 
2021, p. 356). While some researchers have raised the issue of using AI technologies in preschools 
and demonstrated their positive effect (Su & Yang, 2022), generally they have not been interested 
in AI-assisted development of language and speech in young children (focusing instead on the 
development of other competencies  in young children –  digital, social, emotional, etc). The 
purpose of this study is to partially close this research gap by examining the potential of generative 
AI for developing language skills of preschool learners. The study focuses on young learners’ 
experiences with AI technologies and language teachers’ mediating practices that facilitate these 
experiences. It examines how teachers capitalize on AI tools’ affordances and counteract their 
pitfalls to build a safe and productive learning environment conducive to vocabulary growth among 
4–6-year-old learners of English as a foreign language (EFL).  

 

Review of Literature 

Artificial Intelligence in Language Education 

We currently observe a noteworthy increase in the number of studies that indicate the significant 
potential of AI technologies for developing language competencies of learners of different levels 
and ages. Most of the research is conducted at higher educational institutions (Chen et al., 2022; 
Keerthiwansha, 2018; Zou et al., 2020), less often in middle school (Holstein et al., 2018) and in 
elementary school (Ghoneim & Elghotmy, 2021; Underwood, 2017). Existing studies indicate that 
AI-tools could be successfully used to develop all four language skills – listening, speaking, reading, 
and writing. 

AI tools have been shown to be effective for developing overall listening skills, as well as sound 
discrimination, vocabulary, comprehension skills, and grammar (Ghoneim & Elghotmy, 2021). In 
their study, Groneim and Elghotmy attribute the effectiveness of AI-supported classroom to highly 
interactive, pleasurable, and visually enhanced activities that engage students in meaningful and 
need-based tasks. AI tools enable students to easily manipulate video-based listening files, explore 
supporting hyperlinks, receive quick feedback, and use a ‘reset’ function to repeat the activities, 
thereby enriching students’ linguistic output and providing a more individualized and autonomous 
learning experience (ibid.). Listening skills could also be developed by means of oral interaction 
with voice-based intelligent tutoring systems such as Google Assistant that provides multimodal, 
authentic, and playful activities as shown in Tai and Chen’s (2022) experimental study of ninth-
grade EFL students. 

AI tools may equally benefit students’ speaking performance, as was the case in the study by Junaidi 
et al. (2020) that involved  7th grade students who utilized Lyra Virtual Assistant. In another study 
(Kang, 2022), AI-driven software Replica, which featured an oral-visual interaction mode, was 
compared to human native speakers of English working via Zoom. The study demonstrated that 
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Business English college students who interacted with AI avatars in Replica outperformed their peers 
working with humans in four criteria of speaking measurement – fluency, accuracy, coherence, and 
interaction. This effect, the study shows, was particularly pronounced for low-level students, while 
high-level students benefitted more from interactions with human native speakers. In the study by 
Fathi et al. (2024), Andy English Chatbot was found to provide better speaking practice for language 
learners than peers in a face-to-face interaction.   

Developing reading skills may also be the target of AI-supported language classroom. In Lee, Shin, 
and Noh’s study (2023), young ESL learners engaged in reading activities that involved AI-based 
content generators. These activities proved to be effective for enhancing students’ enjoyment and 
interest in reading. Behforouz and Ghaithi (2024) found that an interactive What’s Up bot might be 
effective for developing EFL college students’ reading skills. AI-powered tools were also found to 
be useful for facilitating social reading practice with 5th grade elementary school students (Liu et al., 
2022). In Liu and his colleagues’ study, the feeling of social connection with a chatbot supported 
learners’ interest in reading. 

Additionally, artificial intelligence has been shown to be applicable to developing writing skills. AI-
powered writing assistants, such as Wordtune, may help language learners to formulate or rephrase 
their ideas, aid in selecting an appropriate register (casual or more formal), and shorten or expand 
original texts (Zhao, 2022). In an experimental study that involved adult EFL learners, the 
implementation of Wordtune activities resulted in enhanced vocabulary and more complex sentence 
structures (Mahmud, 2023).  Improved writing skills were also reported when learners used Writerly 
and Google Docs (Wale & Kassahun, 2024). Similarly, an AI-based automated essay evaluation system 
was shown to provide feedback of higher quality compared to human evaluators (Wang, 2022). 
Tran (2024) reported teachers’ and students’ positive attitude towards AI and perceived benefits 
for academic writing tasks scoring higher in cohesion, coherence, lexical resources, grammatical 
range, and accuracy.  

Thus AI-powered technologies have been used in language learning to provide language input and 
assess language output, to facilitate interaction, to enable individualized learning trajectories, to 
respond to students’ affective needs, and to motivate students to keep on learning. Language 
teachers and learners utilize a variety of AI-powered technologies including intelligent tutoring 
systems, chatbots, machine translation, automated writing evaluation, and speech recognition 
systems. However, the field of intelligent computer-assistant language learning (iCALL) seems to 
be only in the early stages of examining the potentials of AI technology for (very) young language 
learners. 

Technology for Young Language Learners 

As technology users become younger and younger (Revealing Reality, n.d.), latest technological 
innovations find their way into their classrooms (Cizrelioğlu & Aydin, 2024; Derakhshan et al., 
2024; Hua & Wang, 2023). While many early childhood educators (including parents) might not be 
among early innovators, some of them have nevertheless promptly responded to the demands of 
their technology-rich societies and introduced computer, mobile, VR (virtual reality), AR 
(augmented reality) and most recently AI technologies into the lives of young learners.  
Technologies have been shown to be effective for developing young learners’ phonological 
awareness, letter naming skills, spelling, word comprehension, reading fluency, story sequencing 
and retelling, conversation quality, reading skills, as well as children’s motivation, engagement, 
critical thinking, and interactional skills (Gençten & Aydemir, 2023). Research in EFL and ESL has 
demonstrated the potential of a range of digital applications and platforms applicable for young 
learners, including Duolingo (Suhendra et al., 2024) and Reading Eggs (Sadykova et al., 2016). Other 
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studies have explored AR and VR tools for simulating real-world language practice (Chen, 2020; 
Danaei et al., 2020; Yang et al., 2020).   

The recent and massive spread of AI technologies has also been picked up by early childhood 
educators. Several studies explored the effect of child-robot interaction on speech development; 
their findings suggest that learning activities involving social robots may enhance children’s 
vocabulary  in their native (Gordon & Breazeal, 2015; Kory-Westlund & Breazeal, 2019; Movellan 
et al., 2009) or foreign language (Gordon et al., 2016).  An algorithm developed and implemented 
into a social robot by Gordon and Breazeal (2015) was able to accurately and efficiently assess 
children’s word-reading skills. In their experiment, 4 to 8-year-old children played a novel story-
creation tablet game with the robot whom they helped to learn how to read (as if the robot were 
their peer). Such a learning scenario was both empowering and pleasurable for children who 
developed their language skills in a playful environment. Improved (native) language production 
skills were also reported in Kory-Westlund and Breazeal (2019), where children aged 3 to 8 years 
played a story-telling game with a social robot.  The study reported that child-to-robot interaction 
contributed to children’s engagement and enjoyment, while also improving the child’s capacity to 
retell a story. A social robot was also found to be an effective companion for learning a foreign 
(Spanish) language by 3 to 5-year-olds in Gordon et al. (2016). In their study, Gordon and his 
colleagues were able to demonstrate the positive impact of personalized motivational strategies 
exhibited by a robot both verbally and non-verbally.  

Personalization and playfulness have therefore been shown to be of primary importance for 
building productive and enjoyable interaction between the child and AI-powered technologies. 
Moreover, research that focuses on very young learners emphasizes the paramount role of the 
teacher or parent as an intermediary between the technology and the child. When the child’s 
interaction is closely guided by an adult, young learners develop most optimally (Barblett et al., 
2023; Meskill et al., 2020; Meskill, 2024; Pifarré, 2019; Teichert, 2017).   This idea has previously 
been discussed by educational researchers in application to more traditional technology. 
Considering the recent hype around generative AI, however, which arguably holds the potential for 
disrupting the entire educational system (García-Peñalvo, 2023), there is therefore an urgent need 
in empirical studies to develop and test new learning scenarios for effective and safe interaction 
between the child and AI-powered technologies. To date, there is a real dearth of research that 
examines very young learners’ experiences with generative AI services and platforms. We need more 
studies outlining effective practices that teachers could use to enhance children’s learning 
experiences through AI affordances while counteracting any potential risks associated with child-
AI interaction. To our knowledge, no study has previously explored the integration of AI-powered 
visual and audio generators into foreign language programs for preschool children.  

Theoretical Foundation 

This research is based on the concept of producerly pleasures put forward by Meskill (2007) in 
application to televisual and electronic texts used for language learning.  Meskill’s concept was later 
employed to study bilingual preschool children’s interaction with multimodal digital resources 
(Meskill et al., 2020). Meskill suggests that just as readers of printed texts may derive pleasures from 
meaning-making when reading paper books, so do consumers of electronic texts (the original idea 
of pleasures of reading through meaning-making belongs to philosopher and poststructuralist 
Roland Barthes).  

According to Meskill (2007), producerly pleasures are derived through the act of seeking information 
(i.e., looking for particulars in a text and making choices) and the act of identifying with it (i.e., relating 
to the information one has sought out). The sources of producerly pleasures were later expanded 
to include the dimensions of rewards and screen magic that one may experience when interacting with 
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digital technology (Meskill et al., 2020). Thus, digital screens allow the child to seek information, to 
identify with (and relate to) it, to be enchanted by what is going on the screen, and to be rewarded 
for his efforts. .  

For Meskill, the producerly pleasures result from our co-construction of meaning in tandem with 
what is happening on the screen.  When applied to early childhood education contexts, producerly 
pleasures must be mediated by an adult who orchestrates the child’s interaction with technology. 
Meskill’s construct of digital screen mediation (Meskill, 2021, 2024), rooted in Vygotsky’s (1978) 
sociocultural theoretical framework, is well suited to examine teachers’ mediational practices in AI-
supported language classroom. Vygotsky emphasized the significance of social interaction for the 
child’s psychological development and the critical role of more knowledgeable others who serve as 
intermediaries between the learner and the content of learning.  Meskill (2024) applies the concept 
of mediation to the technology-enhanced language classroom where teachers’ mediational practices 
become critical for developing children’s language skills “via active meaning-making with others 
with, through and around screens” (p. 173).  

In Meskill’s digital screen mediation (DSM) model, the teacher’s and the student’s agency are not 
emulated by technology; rather the teacher capitalizes on digital screen features and designs a 
conversation-rich classroom where the digital screen serves as an anchor for collaborative activities.  
While Meskill’s DSM model can be applied to any technology-supported instruction, we will use it 
to understand learning “with, through and around” image- and audio-generating AI technologies 
in EFL classrooms.   We will therefore consider AI tools as anchors that teachers use to mediate 
student-AI interaction resulting in producerly pleasure of seeking and identifying with digital 
content, and experiencing screen magic and rewards in the process (Figure 1). 

 

Figure 1. Visualization of the Conceptual Framework of the Study based on Meskill’s Constructs of Digital Screen 
Mediation (DSM) and Producerly Pleasures 
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Method 

Study Design 

This mixed-method exploratory study involved the collection of quantitative data in a quasi-
experimental pretest-posttest design format, as well as qualitative data from teachers’ 
questionnaires, reflection journals, interviews, and video recordings of three 4-day AI-enhanced 
English language learning modules implemented in two preschools. 

The study design was guided by the following research questions: 

1. Do AI-powered image and audio generators have educational potential for 4–
6-year-old EFL learners? 

2. Do AI-powered image and audio generators enable 4-6-year-old EFL learners 
to experience producerly pleasures?  

3. What mediational practices do EFL teachers employ with young learners in 
AI-enhanced classrooms? 

Study Participants 

Two key informants for the study were selected from participants of a survey that was previously 
conducted by the authors (Sadykova & Kayumova, 2024). Selecting key informants was based on 
the following criteria: the teacher needed to 1) work with children from 4 to 6 years old; 2) have 
regular EFL classes, 3) work according to state-regulated requirements in an early childhood 
education preschool. These criteria aimed at building cases that would be similar, thus transferable, 
to most educational contexts in the region where the study was conducted. Dinara, a 23-year-old 
female teacher in a private preschool (Site 1), and Guzel, a 41-year-old female educator in a state-
funded preschool (Site 2), met all three of the criteria.  

The study also involved three groups of children (N=40) between the ages of 4 and 6: Group 1 of 
15 children aged 4-5 (10 girls and 5 boys); Group 2 of 13 children aged 4-5 (8 girls and 5 boys) and 
Group 3 of 12 children aged 5-6 (8 girls and 4 boys). All the children are bilingual and speak Russian 
and Tatar as their first or second languages. They also acquire English as a part of their multilingual 
preschool curriculum.  

Study Context 

Two study sites are located in the Republic of Tatarstan (Russia) that has two official languages 
(Russian and Tatar). Site 1 is a private multilingual kindergarten and preschool with about 90 
children from 3 to 7 years old and 35 educators. All of the children in this particular setting acquire 
Russian and Tatar as their first and second languages, English and Chinese as compulsory foreign 
languages, and Spanish as an optional additional language. The school curriculum is based on the 
state requirements and regulations; however, it is also designed to accommodate British 
requirements as a registered Cambridge International School.  

Site 2 is a state-funded kindergarten and preschool with about 150 children from 3 to 7 years old 
and 23 educators. The main language of instruction is Tatar; however, all of the children study 
Russian as their second language and a state language. English is a compulsory foreign language. 
The school curriculum is based on the state requirements and regulations. 
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The research intervention at Site 1 was carried out twice. First, in accordance with the spring 2024 
school curriculum , the teacher Dinara designed a 4-day English language module aimed at the 
development of vocabulary on the topic of ‘Aquatic Animals’. After consultations with the research 
team, Dinara selected to employ Fusion Brain, a free AI-powered image generating platform using 
the Kandinsky neural network (https://fusionbrain.ai/en/) that enables users to generate still and 
motion pictures. For the second intervention period Dinara built a 4-day module on the topic of 
‘Tasty Week’ with the help of Suno AI (https://suno.com/), a platform that generates songs based 
on texts and prompts given by users. 

At Site 2 the intervention took place in the fall of 2024. The EFL teacher Guzel designed a 4-day 
English language module on the topic of ‘Transport’. The educator utilized an AI-powered service 
Songgenerator.io (https://songgenerator.io/ru) that generates songs based on texts and prompts given 
by users. 

Data Collection and Analysis 

Data were collected before, during and after the interventions. The two EFL teachers Dinara and 
Guzel first completed a questionnaire that focused on participants’ beliefs about, and experience 
with the use of AI technologies for language development of young learners. Then the two EFL 
teachers were asked to provide information about their EFL curriculum, as well as number, age and 
gender of their pupils. Based on this information, the team of researchers drafted a four-day AI-
enhanced English language module for each of the three interventions. The drafts were revised 
several times and finalized by the teachers to ensure that they met EFL programs’ requirements. 
Before the interventions, the teachers ensured to have received informed consent from parents of 
participating students, and conducted oral vocabulary pre-tests with the students using flashcards. 
All interventions were video-recorded and later sent to researchers for analysis. After the 
interventions, teachers conducted vocabulary post-tests and participated in two semi-structured 
audio-recorded interviews via a video-conference program. Two individual interviews with each of 
the two teachers (from 21 to 47 minutes each) were carried out by both researchers based on the 
video-recordings to clarify teachers’ actions and intentions. Preschool websites were scrutinized to 
receive a better understanding of the study context.  

The rich data collected were analyzed separately by the two researchers, then cross-checked and 
verified via three types of triangulation: methods triangulation (using both quantitative and 
qualitative data-collection methods), triangulation of sources (to ensure data consistency across 
questionnaires, interviews, video recordings, and documents), and analyst triangulation (using two 
trained analysts) (Patton, 2001). Pre- and post-test results underwent quantitative analysis (raw 
numbers and percentages) to assess vocabulary growth for each of the students and to obtain the 
average for each of the three intervention groups. The results were calculated and visualized in 
Microsoft Excel and further discussed with the participating teachers during interviews. All of the 
qualitative data were theme-coded by two researchers to identify recurrent themes related to 1) 
producerly pleasures (Meskill, 2007) potentially experienced by young learners and 2) mediational practices 
that the teachers used to initiate and carry out conversations with, through and around AI-generated 
audial and visual content.  

 

Results 

The rich data collected during three intervention periods underwent quantitative and qualitative 
analysis and yielded results grouped into three subsections below according to research questions 
(RQs). 

https://fusionbrain.ai/en/
https://suno.com/
https://songgenerator.io/ru


 
 
 
8                       G. Sadykova & A. Kayumova/AI-powered image and audio generators for … 
 
RQ1:  Do AI-powered image and audio generators have educational potential for 4–6-year-old 
EFL learners? 

The study clearly supports the introduction of AI technologies into classrooms of very young EFL 
learners. The video-recorded classes, reflection journals, and teacher assessment given in post-
intervention interviews, as well as pre- and post- vocabulary tests speak in favour of using AI tools 
such as Fusion Brain, Suno AI and SongGenerator.io for developing language skills, particularly for 
enriching vocabulary. When designing and implementing activities involving image and audio 
generating AI technologies, teachers found that these tools, despite their non-negligible learning 
curve (just as would have been the case with any other new tools), could be quickly integrated into 
existing teaching routines. The teachers reported that interactive and multimodal features of AI 
tools provoked young learners’ involvement in conversations, increasing their language output, 
enhancing learners’ engagement with the content, and enabling teachers to meet study goals. The 
educator at Site 1 reported that “all of the goals set were achieved despite some corrections [of the 
scenario] along the way.” Impressed with the outcomes, the educator expressed her willingness to 
continue using AI tools in her work.  The educator at Site 2 also noted that she was pleasantly 
surprised by working with AI-powered services and that almost all of her students learnt both words 
and patterns by heart in the course of interaction with AI.  

Educators’ assessment is supported by the data from pre- and post-tests: the mean percentage of 
correct responses to oral vocabulary tests given before and after the interventions show language 
gains in all three groups (Figure 2). In Group 1, at the pre-test stage an average participant was able 
to answer 61.6% of the questions correctly, while at the post-test stage the percentage of correct 
answers grew to 88.6% showing vocabulary gain of 27%. In Group 2, the average result went up 
from 50.2% at the pre-test stage to 86.1% at the post-test stage showing vocabulary gain of 35.9%. 
Group 3 made the most remarkable progress from 12.5% to 80.2% of correct responses 
demonstrating a 67.7% increase in the mean score. 

 

Figure 2. The Mean Percentage of Correctly Used Vocabulary in Pre- and Post-Tests for Three Interventions 

Quantitative results of the three interventions speak in favour of learning activities designed around 
AI-powered platforms, and specifically in favour of image and audio generators tested in this study. 
While the small sample size and the absence of control groups limit interpretative power of the 
findings, the qualitative data discussed below provide further insight into the educational potential 
of AI.   
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RQ2: Do AI-powered image and audio generators enable 4-6-year-old EFL learners to experience 
producerly pleasures?  

As discussed earlier, active children’s engagement in technology-enhanced classroom is attributed 
to producerly pleasures children experience when interacting with digital tools (Meskill, 2007; 
Meskill et al., 2020). Our data demonstrates that AI-powered audial and visual generators possess 
unique qualities that enable young learners to derive producerely pleasures in all four dimensions: 
seeking information, identifying with it, experiencing screen magic, and deriving rewards from the 
experience. This subsection will illustrate these findings with examples from in-class activities, as 
well as comments provided by the teachers in their reflective journals and in the interviews.  

Seeking  

Producerly pleasures through seeking information were evident when children were guided to 1) 
listen to songs and identify words that they asked Suno AI and SongGenerator.io to use when creating 
a song and 2) identify and name objects in images generated by Fusion Brain based on children’s 
prompts. In all three groups, teachers purposefully directed children’s attention to audio and visual 
content produced by AI-powered services, creating a learning situation in which children had to 
pick out new words and then to produce them orally.  

The interaction from Intervention 1 below demonstrates how attentive the students were to visual 
content: 

Teacher [in Russian]: Let’s have a look [points at a newly-generated motion picture of a 
swimming seahorse]. 

Students [look at the screen, some stand up for better viewing] 

Student B [exclaims in Russian]: It is swimming! 

Teacher [in Russian] Well, we asked for [switches to English] a big yellow seahorse…  

Student C [interrupts the teacher in Russian emotionally]: It’s incorrect! It’s not jumping! 

Teacher [repeats in Russian]: Indeed, it’s not jumping. [switches to English] It’s not 
jumping.  

Students [echo in English]: It’s not jumping.  

Later, in Group 1 the educator engaged the students in the process of listening by giving a well-
thought instruction: 

Teacher [in English] Take your seats. [switches to Russian to restore discipline] We 
should sit down while Suno is creating a song. She needs time to compose a song. And 
we should sit down. We should get our ears ready. [the songs are ready and the teacher 
asks in English] Let’s start? 

Students [in English]: Yes. 

Teacher [in Russian]: Listen for your fruit and vegetables.  
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Suno [starts the song] 

Students [fall silent] 

Both video recordings and interview responses demonstrate that the level of students’ interest in 
AI-generated content was higher than in traditional audiovisuals.  “The students listened to a co-
generated song more attentively, with greater interest. It was obvious that they wanted to catch 
familiar words,” shared Guzel in the interview about Intervention 3.  

Identification 

The data showed that students treated AI tools as animated smart magic friends with whom they 
can interact and identify. Children learned that these friends can take commands and generate 
images or songs based on their prompts. In the first intervention, when asked to create a prompt, 
one of the students came up to the screen and addressed the screen, not the teacher, saying “Draw 
a shark, please.” In the second intervention the educator encouraged the students to speak up when 
giving a prompt to Suno AI and one of the children asked the teacher, “Did she hear me?”  

Keeping in mind the objectives of the EFL classes, on occasion the teachers emphasized that these 
smart friends understand only English. When the learners tried to address an AI tool in their native 
language, teachers could ask them to switch to English. In the following example, teacher Dinara 
accentuated the idea that their magic friend followed only the children’s commands in order to 
encourage the children to build sentences independently: 

Teacher [says in Russian]: Now I want you to give a command to the computer. It follows 
only children’s commands. Listen to me. Then repeat. [switches to English] Big pink 
shark swims in the sea [stretches arms forward as a sign of encouragement to speak] ...  

Students [start saying in English] Big...  

Teacher [nods in approval; shows a flashcard of the colour ‘pink’]  

Students [in English]: pink... 

Teacher [nods in approval; shows a flashcard of ‘a shark’]  

Students [in English]: shark... 

Teacher [pretends to be swimming] 

Students [pick up] swim... 

Student C [in English without support]: in the sea  

On Day 4 of the second intervention, the teacher also exploited the students’ belief that an AI tool 
has human-like feelings and needs their commitment.  

Teacher [says in Russian]: Shall we listen to the song?  

Students [enthusiastically]: Yes! 
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Teacher [in Russian] Let’s ask Suno to play the song. All together, [switches to English] 
‘Suno, play the song!’ 

Most of the students [in English]: Suno, play the song! 

Teacher [in Russian in a sad voice]: No, she is not playing it. That’s because some of 
you didn’t ask her to play. Let’s ask her again, all together... [adds a head nod to help 
students start in sync] 

Students [in a loud voice in chorus in English]: Suno, play the song! 

In these examples, the students were not only able to relate to technologies as their ‘smart friends’ 
but also to identify themselves as English language speakers, which seemed to add to the pleasure 
of their interaction with the AI tools. 

Screen Magic 

The enjoyment that children received from production activities designed around AI-powered 
platforms was found to be one of the most prominent themes in this study. The data demonstrated 
that the magic effect of the screen undoubtedly increased the students’ situational interest and, 
consequently, made a significant contribution to classroom dynamics. Classroom video recordings, 
reflective journals and post-intervention interviews revealed that there was genuine pleasure in co-
experiencing and co-creating the AI-generated content. 

On Day 3 of the first intervention the teacher exploited the screen magic effect to capture students’ 
attention: 

Teacher [says in Russian mysteriously]: I’ll tell you a secret. I have a magic friend. A 
smart friend. You can ask it to create a picture. It will do it.  

Student B [in a curious voice, speaks Russian]: Like Alisa?  

Teacher [explains in Russian]: Yes, like Alisa. But Alisa speaks. And this one makes 
pictures.  

Here the teacher introduced the new tool Fusion Brain for the first time and created an image of a 
powerful and mysterious friend while relying on children’s previous knowledge about a similar tool 
–  a voice assistant Alisa. The magic effect doubled while the image was being created and children 
were observing twinkling stars on the darkened screen. Video recordings captured students’ 
anticipation of the magic and excitement when it happened, i.e. when the screen showed still images 
of aquatic animals that the children wished to create. The ‘wow’-effect intensified on Day 4 when 
children saw an animated video they created with the help of Fusion Brain. Some children jumped 
up from the carpet and ran to the screen showing genuine excitement, pleasure, and engagement 
(Figure 3). 
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Figure 3. AI-Inspired ‘Wow’-Effect 

Rewards 

The screen magic dimension of producerly pleasures is clearly intertwined with rewards derived from 
success with the AI tool. When the students correctly produced the prompt in English, they were 
rewarded by the image appearing on the Fusion Brain screen or by the songs played by Suno AI and 
SongGenerator.io. The pleasures of these linguistic and digital successes were very obvious. In the first 
intervention the children jumped up with excitement, ran to the computer screen, and literally 
squealed with delight. At this very moment, one of the students that remained seated started 
complaining, “I can’t see! I can’t see!” demonstrating the FOMO (fear of missing out) effect in 
relation to the AI tool and illustrating the children’s genuine interest in seeing how their co-created 
product takes on physical form.  

In the second and third interventions, students were similarly interested in, and pleased with the 
result of writing songs together with Suno AI and SongGenerator.io. Some were especially excited 
when catching the lines of their authorship in the song, shouting out “This is my [line]!” 

Thus, the data provides ample evidence that shows that preschool children are highly attracted by 
visual and audio content generated by AI technologies. Evidently, they feel exited, rewarded and 
empowered by co-production activities they are able to carry out in AI-supported language learning 
environment. The mediational role of a teacher comes forward in such classrooms. In the sections 
below, we will analyse mediational practices that teachers employed to engage young learners into 
conversations with, though and around AI technology.  

RQ3. What mediational practices do EFL teachers employ with young learners in AI-
enhanced classrooms? 

Our research data re-emphasizes the significance of the mediating role of the teacher. AI image and 
audio generating tools are verbally silent and do not interact with a user unless the latter types in a 
prompt. Considering students’ pre-literate stage, the teachers needed to serve as the nexus between 
the young humans and AI. Teachers Dinara and Guzel introduced the AI tools to the students, 
provided access to them,, helped students navigate around the platforms, assisted students with 
writing and re-writing the prompts, and managed time, thus overall mediating children’s interaction 
with the technology. Most importantly, these were teachers – the more knowledgeable others – 
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who encouraged learners to engage into conversations with, through and around audio and visual 
generating tools.  

The mediating role of the teacher was significant throughout all three stages of GenAI-supported 
language activities: 

- prompt-writing stage, when the teacher and the students create a prompt for an AI tool; 

- product-generation stage, when the AI tool takes time to produce an image or a song 
based on a given prompt and the teacher fills in the time gap by other activities; 

- post-production stage, when the teacher facilitates conversations based on generated 
images or initiates song-listening and singing activities. 

Below we describe the mediational practices at each of these stages. 

Mediational Practices at Different Stages of Child-AI Interaction 

Mediation at Prompt-Writing Stage. When the researchers and the participating teachers teamed 
up to create AI-enhanced learning modules, it became evident that  unlike games (mobile or 
computer), AI image and audio generators provide users with open-ended opportunities, adapting 
to any content input and empowering users to become co-authors of generated products. 
Therefore, the intervention scenarios were designed to capitalize on these critically important 
affordances of AI technologies. 

When working with Fusion Brain, it was up to the teacher and the students to decide what to draw, 
whether the image was going to be still or animated, in pencil or in oil, etc. Similarly, Suno AI and 
SongGenerator.io enabled the young learners and their educators to select the style and the tempo of 
the songs as well as the singers’ gender. The capabilities of new AI-powered technologies allow 
users to be creative, apply a range of diverse artistic tools and personalize the final product. In all 
three intervention periods, the young participants were constantly given power to choose the 
characteristics of the final products they were designing: 

Teacher [asks in English about the tempo of the song]: Fast or slow? [switches to 
Russian] Do you remember the game that we play? [in English] Fast and Slow.  

Or: 

Teacher [asks in Russian]: What else will we ask to draw? 

Student B [shouts out in English]: Octopus! 

Teacher [asks in English]: What colour will it be? 

Student H [shouts out]: Green! 

Here the students are given decision-making power. Even the students who did not feel eager to 
give a prompt were still active participants in the learning process. They repeated words in chorus 
after the teacher or echoed their peers: 
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Teacher [types in a prompt and dictates it orally]: A seahorse lives in the sea. 

Student I [chants in English clapping her hands]: Seahorse… seahorse… seahorse 

Student D [picks up the chant and claps his hands]: Seahorse… turtle… octopus 

The episodes above illustrate the significant mediating role of the educator who applies AI tools in 
a way that empowers learners and encourages their active participation in co-authoring a final 
product. Through modelling, questioning, and eliciting students’ answers the teachers in the study 
created ample opportunities for students to hear and comprehend new words and then to speak in 
a target language when completing a prompt-writing task. Thus, the young learners developed their 
language skills while being engaged in meaningful conversations where they used new words in a 
fun and authentic language environment. 

Mediation at Product-Generation Stage. Depending on the speed of the Internet connection, 
equipment used, and AI technologies involved, it may take several minutes before children and 
teachers are able to observe or listen to a generated product. For novice users, as was the case with 
the participants in this study, the delay may cause confusion and frustration. In the first intervention, 
low Internet speed slowed down the generation of a short motion video with Fusion Brain and 
Dinara gave children a chance to direct their energy into moving around the classroom and 
interacting with each other. Such a break between language activities was seen as appropriate for 
young learners. This waiting time, however, could also be used to carry out non-AI language 
learning activities, as was the case in Intervention 3.  While the AI tool was generating a song, the 
students were coloring pictures of different forms of transport. The teacher circulated around the 
classroom and elicited key vocabulary items from the coloring pages (e.g. “What is the boy riding?”, 
“What color is his bike?” etc.). Thus at this stage, teachers could continue with instructional 
conversations in which they direct students’ attention to new words and structures, allow children 
to practice pronuncingnew vocabulary, and support the process of learning via off-AI activities 
appropriate for preschool children (such as drawing or moving around). 

Mediation at Post-Production Stage. In the post-production stage, the teachers maximized the 
students’ language output by using newly generated images and songs as anchors for conversations 
with, through and around audio- and image-generating tools. In the example below, Dinara skillfully 
questions children about what is happening on the screen: 

Teacher [asks in English pointing to the newly created video]: Is it a shark?  

Students [in English]: Shark! 

Teacher [asks in English] Is it big [says loudly with arms to the sides] or small [says 
quietly with hands close together]?  

Student F [in English]: Big! 

Teacher [echoes in English]: Big. Very good! [asks in English] What color is it? 

Student G [in English]: Pink! 

This polylogue happened right after Fusion Brain generated the image and the teacher used children’s 
excitement by the magic produced on the screen to encourage language comprehension and 
production. Dinara elicited students’ answers through questioning and used non-verbal cues (voice 
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and gestures) to assist their comprehension. The ‘wow’-effect of the generated image helped the 
teacher to keep learners on task for several minutes. 

In Intervention 3, at the post-production stage the teacher also provided non-verbal support for 
students to better understand the lyrics of a newly-generated song. While the song about riding, 
driving, flying and rowing different means of transport was being played, she asked the students to 
get up and repeat movements after her. After everyone listened to the song, Guzel asked, ‘What is 
the song about?’ The students named some recently learned means of transportation, such as ‘car’, 
‘plane’ or ‘train’. However, as the objective of the lesson was to introduce verb + noun collocations 
(e.g. ‘fly a plane’), the teacher made a prompt decision to initiate an additional flashcard activity in 
order to achieve the desired effect: 

Teacher [shows a flashcard of a child riding a bike and says in English]: Ride a bike. 
[adds movements] Ride a bike. 

Students [repeat words and movements]: Ride a bike, ride a bike. 

Teacher [in Russian]: Now let’s do it this way. I start and you finish. Okay? [switches to 
English] Ride a …[pauses] 

Students [in English]: Bike! 

Teacher [in English]: Yes, ride a bike. 

Students [echo in English]: Ride a bike. 

Thus, in all three stages of AI-supported co-production activities, the teachers orchestrated 
conversations with, through and around AI-tools. These activities were further enhanced by off-AI 
tasks that involved the use of printed flashcards, physical objects (e.g., toys) or kinesthetic and 
hands-on activities - moving, drawing, or singing along. Learners’ comprehension and language 
output was supported by verbal cues, such as modeling, questioning and calling attention to forms, 
as well as by non-verbal means of communication such as gestures, visuals, and voice. 

Mediation to Counteract AI Pitfalls 

When it comes to early childhood education, teachers’ role in counteracting potentially harmful 
impact of technology becomes paramount. The data of this study reemphasize the critical 
significance of teacher mediation in cases where encounters with AI might hold risks for children’s 
emotional and psychological well-being. This study revealed that image generating AI tools such as 
Fusion Brain may misunderstand a prompt, distort reality or produce images that hyperbolize 
negatively-charged actions or feelings.  For example, on Day 3 of the first intervention, it took three 
attempts to generate a still picture of two objects (‘green octopus swimming in the sea near pink 
jellyfish’). The image was generated incorrectly twice, first showing a bicolored creature that 
resembled both an octopus and a jellyfish (Figure 4). The teacher used this AI failure as an excellent 
way for showing children that even technology can have deficiencies and that people might have to 
deal with them. Moreover, this case illustrated that 4-6-year-old children are quick to understand 
how ‘silly’ some technologies could be, as evidenced by the following extract:   

Teacher [speaks Russian and switches to English when using key vocabulary]: Look! It 
didn’t draw it the right way. We asked to draw a ‘green octopus and a ‘pink jellyfish’. And it 
drew the head of a jellyfish and the legs of an octopus. It might happen like that. The 
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computer can misunderstand us. Let’s write it in a different way [starts writing down a 
prompt]. 

Student D [addresses fellow students in Russian]: This computer isn’t a real helper. It is 
silly, right? 

Teacher [repeats the instruction in Russian and switches to English]: Let’s try to do it in 
a different way. ‘Green octopus swimming in the sea NEAR pink jellyfish’. 

 

Figure 4. AI-Generated Image of ‘a Green Octopus and a Pink Jellyfish Swimming in the Sea’ 

While green-and-pink jelly-octopus might be fun to observe, other ‘silly’ pitfalls of some AI-
powered services should be anticipated and prevented by carefully mediated teacher’s moves. This 
study revealed that motion images created by Fusion Brain might be scary when showing negatively-
charged actions or feelings. When testing this platform before the class, we found that applying the 
prompt “the girl got scared when the cat jumped at her”, Fusion Brain generated a short video that 
would be appropriate for an adult horror cartoon rather that for usage with preschool children. 
Knowing about that, Dinara had to suppress students’ splash of fantasy to avoid AI’s exaggerated 
visualization of potentially horrifying actions: 

Teacher [in Russian]: What will the shark do? 

Student I [in Russian]: It… it… it will eat everyone up. 

Teacher [says in Russian giving a disgusted look]: Maybe we won’t draw a shark eating 
everyone up? [switches to English] It will smile [gives a smile].  Okay? Smile [gives a smile 
and points at it]. 

Student I [repeats in English]: Smile [gives a smile and points at it]. 

Teacher [voices the prompt in English]: Blue shark smiles. 

Some students [repeat in English]: Blue shark smiles. 

AI technologies that voice text prompts, including song generators Suno AI and SongGenerator.io, 
can also distort the pronunciation of words and sentences. For example, teacher Dinara reflected 
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that the first version of the song they created with the students was not good enough because it 
had “an unnatural sentence stress in the lines.” The second version, in its turn, sounded more 
“authentic” and “appropriate”.  

Thus, mediational practices employed by teachers either capitalized on AI affordances related to 
co-production capabilities or served to counteract AI pitfalls associated with its unpredictable open-
ended nature that could distort reality.  Our data analysis revealed that at no point did the teachers 
feel like they lost control over the classroom and allowed unmediated direct children-technology 
interaction. In their interviews, both teachers confirmed that they saw their role as being paramount 
when it comes to the use of AI technologies by very young learners. “Children of this age need 
emotional contact, social interaction, and the development of communication skills that AI cannot 
provide”, Guzel reported. Dinara reiterated the same idea saying that “AI can be a great tool to 
support pedagogical work, but it is the teacher who creates an atmosphere of trust and comfort, 
which is especially important for effective learning in the early stages of language development.” 

 

Discussion 

The data collected during three intervention periods revealed that AI-powered image and audio 
generators enabled two participating EFL teachers to involve children in highly engaging and 
pleasurable co-production activities that provoked target language conversations with, through and 
around AI-powered tools. Supporting Meskill’s concept of producerly pleasures (2007), the study 
illustrated how willingly children became engaged in language activities while seeking for and 
relating to information, receiving rewards and experiencing screen magic, all while being involved 
in playful and enjoyable tasks appropriate for very young learners. Evidently, co-production 
activities done with audio and image generators resonate perfectly with young learners as they 
appeal to children’s multisensory world perception and enable teachers to create playful learning 
environment. Playfulness is at the core of early childhood education (Singer, 2013), while 
multisensory (multimodal) learning matches well young children’s cognitive and emotional needs 
(Broadbent et al., 2018; Buckmayer et al., 2024). Not surprisingly, game-based language learning 
with technology has long been practiced by teachers (Godwin-Jones, 2014), including early 
childhood educators (AlNatour & Hijazi, 2018; Redondo et al., 2020); and multimodality has been 
described as one of the most appealing affordances of digital technologies for young learners 
(Kayumova & Sadykova, 2019; Yelland, 2018). Therefore, playful tasks designed around image and 
audio AI-powered generators should enrich teachers’ repertoires working with very young learners.    

Both quantitative and qualitative data speak for the language gains derived from GenAI-enhanced 
learning environment. Students learned the language through listening and speaking activities 
embedded into co-production tasks. They found themselves in a conversation-rich environment 
where they had to provide verbal input in the target language, first, to create a prompt for generating 
an image or a song, and then, to assess and possibly correct the AI-generated product.  These 
findings support the DSM (digital screen mediation) model by Meskill (2021, 2024) and promote 
active co-production of songs and still and motion pictures, which, with the advent of generative 
AI, has become more than doable for non-experts working in common educational settings. 

The data also highlighted the critical role of the teacher as a mediator of learner-AI interaction in 
both orchestrating meaningful conversations and in harnessing ‘untamed’ powers of generative AI 
technologies.  The participating teachers used a range of instructional conversation techniques to 
maximize language gains including modelling, questioning, eliciting students’ answers, and calling 
attention to forms. Being “the essential venue for teaching and learning” (Meskill & Anthony, 2007, 
p. 7), conversations that are framed around a technology tool are of primary importance and may 
require some training and experience from educators (ibid.). Without teacher mediation, no 
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language learning might have happened in these given settings.  This supports previous findings 
focused on technology-enhanced language classroom for young learners (Christ et al., 2019; Kervin 
et al., 2015; Korat et al., 2013; Meskill et al., 2020).  

The feature that was unique to our study, however, was the fact that the teachers were faced with 
previously inconceivable power of technologies, i.e. their human-like capabilities to generate the 
content. This generative power both expanded teachers’ instructional repertoires and presented 
additional responsibilities for them, making them accountable for children’s interaction with a non-
human with anthropomorphic qualities. Generally speaking, this study provided evidence in 
support of those who have some reservations about the integration of AI in early childhood 
education. At the current stage of development, AI technology similar to Fusion Brain may generate 
the content inappropriate for young learners as the images could distort reality and exaggerate 
negatively-charged actions and feelings like fear. Questions related to AI’s potential risks to students 
raised previously (Alm & Watanabe, 2023; Holmes, 2024) should certainly be further explored, 
while educators and policy makers should consider teaching young children about flaws and biases 
imbedded into AI (Su & Zhong, 2022). This study illustrates that some of these flaws could be and 
should be counteracted by the educator when testing, probing, and playing with AI technology before 
the class and by taking a moment to point at these issues while the teacher mediates child-AI 
interactions in class. Our findings point to several important implications of integrating generative 
AI tools into language classroom for very young learners. First of all, educators should capitalize 
on the generative power of AI by developing co-production activities. It is the co-authoring of the 
prompts that was found to be most productive for engaging students in conversations with, through 
and around AI-powered technologies. Second, GenAI tools should be treated as intelligent 
assistants (‘smart friends’) that ‘speak’ in the target language and require children’s language output 
to co-produce a picture, a video, a song or some other content. This enhances students’ 
identification as L2 speakers and makes interaction with technology more pleasurable and 
meaningful. Third, teachers should embed interactions with GenAI within off-AI activities, such as 
moving, drawing, or singing along, to account for children’s developmental needs and to ensure 
their active engagement while AI takes time to generate the content. Finally, it is the responsibility 
of the adult (the teacher or the parent) to predict the unpredictable and counteract any GenAI 
generated content that puts at risk children’s well-being. Learning and probing technologies 
beforehand and teaching children about AI’s limitations have become as important as never before. 

 

Conclusion 

Since AI is supposed to mimic the human brain, one can argue that AI-tools will never be fully 
understood and learned. However, the uncertainty that comes with the technology should 
reemphasize the critically important role of the teacher as the mediator of the child-AI interaction. 
While previous research in CALL has numerously demonstrated that the effectiveness of 
instructional technology depends not so much on what is used but on how it is used, today educators 
need to reiterate and extend this idea in application to AI. We must also accentuate the significance 
of AI literacy among early childhood educators who have started gradually introducing AI as 
teaching and learning devices. Examining more cases of how educators adopt AI tools for teaching 
languages would provide the academic community with clearer understanding of effective practices 
for harnessing AI potential for the benefit of new generations of learners. 

This research has several limitations that affect transferability of the study findings. Research was 
carried out in two sites and involved only two EFL teachers. The pre- and post-test results were 
not statistically tested due to the low sample size. The interventions involved the use of three AI 
tools – Fusion Brain, Suno AI and Songgenerator.io – and young learners’ interactions with these tools 
were implemented via a single computer during three 4-day modules. These limitations were 
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mitigated by the application of both qualitative and quantitative data-collection methods, by the 
richness of data obtained through multiple sources, and by employing two trained analysts 
(researchers). All of this ensured the three types of triangulation mentioned above (methods 
triangulation, triangulation of sources and analyst triangulation), thus contributing to the study’s 
validity. 

While limited in transferability, the study shows real cases of successful AI-enhanced language 
classrooms and demonstrates mediating practices that might be adopted by other early childhood 
educators working in a bi- and multilingual contexts. However, further research is needed to 
develop and test other scenarios of AI integration into curricular of children of different age groups 
and diverse educational settings. In addition, research should focus on AI potential for home 
schooling and informal learning of a second or a foreign language, which will highlight parents’ role 
as knowledge mediators. Moreover, as AI technologies are continuously evolving, researchers 
should keep an eye on new developments, explore their affordances and provide practitioners with 
research-based recommendations for their productive and safe integration into young learners’ 
classrooms. 
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